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Abstract: Smart Antenna increases the 

capacity of the Mobile Communication 
System by making use of either Maximal 
Ratio Combining or Diversity combining 
techniques. Smart Antenna has to perform a 
duplex operation. It has to receive signals as 
well as transmits signals. The reception part 
mainly requires the detection of user 
directions. In this paper a novel Signal 
Subspace, LU Factor method is proposed 
which detects the users with better bias and 
Resolution. The algorithm also makes use of 
interpolation of steering vector without any 
Hardware resources so that the resolution is 
improved in a better way.  

 
The LU Factor Method is compared with 

existing DOA (Direction of arrival) 
algorithms namely Bartlett, MLM (maximum 
likelihood method), MEM (Maximum entropy 
method), MUSIC (Multiple Signal 
Classification) and QR method. From the 
Results one can conclude that with respect to 
bias, resolution and RMSE the LU Factor 
method is the best. 

I. INTRODUCTION 
  
 Smart Antenna is a combination of multiple 
antennas. The smart antenna has 2 major blocks 
namely Direction of Arrival (DOA) and Beam 
forming. DOA is responsible for locating the mobile 
sources by computing the power spectrum while beam 
forming transmits the radiation in the look direction 
based on input from DOA. There are many DOA 
algorithms in the literature each of the approaches 
have their own way of determining the power 
spectrum in the network. 
 

 II. BACKGROUND 
There is a huge amount of work that is 

performed on the direction of arrival algorithms and 
this is the latest technology used in mobile 
communication 

 
 
 
 
Dr. K.R. Nataraj 
Professor ECE, SJBIT 
Bangalore, India. 
nataraj.sjbit@gmail.com 
 

 
The Normalized Power method is an 

inheritance of Fourier-based spectral analysis [1] to 
sensor array data. It maximizes the beam for a specific 
direction. 

In the papers [2], [3] statistical based 
estimation methods such as MLM is derived. 

In the paper [4] the antenna array is divided 
into 2 doublets and then independent eigen vectors 
will be found on the first L-1 antenna elements 
covariance matrix and last L-1 covariance matrix. The 
direction of arrival estimation is performed by using 
the tangent formula rather than computing the power 
spectrum. 

In the paper [5] source localization is done 
with planar array for sensors both conditional and 
unconditional source signal models and in [6] minimal 
bounds on MSE estimator for general Gaussian 
observation model is given.   

In the paper [7]  estimation of quasi-
stationary signals is performed and Khatri-Rao (KR) 
subspace  is used to find the DAO in such a way that 
the noise correlation is reduced but the computation 
time is very high due to the fact that if other existing 
DOA methods takes N iterations this methods takes 
2N-2 iterations. 

In papers [8], [9], [10] expression for Cramer 
Rao lower bound on the covariance of unbiased 
estimators of constrained parametric model is derived. 

In paper[11] first and second order extended 
finite impulse response filters are addressed for sub 
optimal estimation of nonlinear discrete time state 
space models with AWGN. 

MUSIC [12], [13], [14] is an acronym which 
stands for Multiple Signal Classification. MUSIC 
provides the estimates of the source directions and 
then finds out the values in such a way that the bias is 
less.  

In the papers [15], [16], [17] DOA resolution 
limits in MIMO is discussed. 

In paper [18] expressions for partition matrix, 
inverse matrix and hermitian matrix  can be obtained. 

In paper [19] sub space tracking algorithms 
are discussed. 
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III. Existing DOA ALGORITHMS 
 

A. Normalized Power Method (Bartlett) 
 
 In normalized power method first the 
amplitude matrix is computed and then the steering 
vectors are computed for all the directions and once 
they are computed the combination is performed to 
obtain manifold vector. Once it is obtained then the 
source correlation matrix and noise correlation matrix 
are found out and finally the power spectrum is 
obtained for the variability between -90 degree to +90 
degree.  The power spectrum for the normalized power 
method is given by the following equation 

2)(
L
RSSP

H

PowerNormalized
θθθ =      -------- (1)   

         
                 
 Where, ‘Sθ’ is steering vector associated with the 
direction θ, ‘R’ array correlation matrix and ‘L’ 
antenna elements of equation (1). 
 

B. Maximum Likelihood Method (MLM) 
  
 Maximum likelihood method follows the 
same phenomenon of Normalized Power Method but it 
computes the inverse of total correlation matrix so that 
the likelihood is maximized.  The power spectrum is 
computed using the following equation  

)()(
1

θθ aRa
P

inv
HMLM =       ------ (2)                                                                                                 

 
  Where, )(θHa  is the hermitian transpose of )(θa  

and invR  is the inverse of autocorrelation matrix. 

 
C. Maximum Entropy Method (MEM) 

  
 MEM DOA method assumes that the entropy 
is maximized at a time in one specific direction of 
source. It is build on top of normalized power method 
and after computation of total correlation matrix it 
finds the column vector of the correlation matrix 
which corresponds to maximum entropy and utilizes it 
in the power spectrum. The power spectrum is given 
by the equation  

][
1

θθ SCCS
P HHME =   -------(3)                                              

Where, C is column of R-1 and θS  is the steering 
vector. PME(θ) is based on selecting one of Lth array 

elements as a reference. 
 

D. MUSIC Method (Multiple Signal 
Classification) 

 
 MUSIC method makes use of Noise 
Subspace in order to find the actual source directions. 
The Noise Subspace is obtained as the combination of 
noise Eigen a vector which corresponds to low 
magnitude.  The MUSIC method power spectrum is 
given by the equation 

)()(
1

θθ aEEa
P H

NN
HMUSIC =             --------(4)                                                                                     

Where, )(θa is steering vector for an angle 

θ  and NE  is L x L-M matrix comprising of noise 
Eigen vectors. 
 
 

E.  QR Method 
 This method performs the QR decomposition 
in order to obtain the power spectrum after finding the 
noise subspace and then arranges the Eigen values 
based on the decreasing order. The performance of QR 
method is similar to that of MUSIC Method. 
  
 The array correlation matrix can be defined 
using the following equation.  
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The QR decomposition is performed for R. 
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For the QR decomposed matrix Noise Eigen vectors 
are found out and substituted in the power spectrum 
equation. 
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F.  LUI Method 

 
 LU Factor and Interpolation Method finds the 
Eigen subspace and then find the LU Factor and 
determine the directions and then finally substitute the 
value in the power spectrum equation. 
 
Notation Meaning 

aN  Number of Antenna 

MN  Number of Mobile Users 

d  Distance between antenna elements 

vS  Steering Vector for an angle  

AMM  Manifold vector for multiple steering 
vectors 

vA  Amplitude vector 

2σ  Variance of Noise 

NoiseSub  Noise Subspace 

signalSub  Signal Subspace 

iev  Eigen vector for thi  eigen value 

fLU  LU Factorization 

IS  Interpolated Steering Vector 

spectrumP  Power Spectrum for LU Factor 

λ  Wavelength  

iθ  anglei th  
TC  Total Correlation 

noiseC  Noise Correlation 

 
Step1: The LUI Method first computes the 
Interpolated manifold vector which provides the delay 
computation of em waves for various angles  
 

 
 
Step2:  Compute the hermitian transpose of the 

Interpolated Manifold vector. AM
HM  

Step3:  The amplitude vector for iN  number of users 
is computed using the following equation with the 
assumption of cross correlation is zero. 
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Step4:   The total correlation matrix is computed using 
the following equation  
 

noiseAM
H

vAM CMAMTC +=  --------- (6) 
 
Step5: The Eigen values are found out for the total 
correlation matrix and then the Eigen values are 
grouped which are having high dimension. The roots 
of the following equation are found to get Eigen 
values 

0=− ITC λ ---------------------------------(7) 
 
Step 6: The signal subspace for the Eigen values is 
found out for a set of higher magnitude Eigen values. 
Consider a set }.....,,.........,{ 21 MNλλλ  which are 
signal Eigen values then Eigen vectors are found out 
for all MN .  

Let signalSub  represent the signal subspace which 
combines the Eigen vectors for all the Eigen values  
 
Step 7: Perform the LU Factorization for Signal 
Subspace fLU  
Step 8: The power spectrum is then computed using 
the following equation . 
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IV.  Simulation Results: 
 
Set Up  
 
Parameter Name Parameter Value 
Type of Antenna Dipole 
Type of Array Uniform Linear Array 
Variability 00 9090 ≤≤− θ  
Antenna Separation 

2
λ

 

 
Parameters for Simulation: 
 

1. Resolution: The capability of an algorithm to 
distinguish between equal energy sources 
with nearly equal angles  

 
2. Bias: The bias is computed using the 

following equation . 
 

directionactual
directiontrue
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B
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If the bias is less then algorithm is good. 
 

3. RMSE: The RMSE error is found by taking 
the values of bias for various variations of 
angles. 
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Resolution Comparison: 
 
Case1: Low RF Elements and Far Away Users 
 
Parameter Name Parameter 

Value 
Number of Antenna Elements  8 
Number of Users 3 
Amplitude of Sources in volts [1v   2v    3v] 
Direction of Sources [30  45  60] 
 

  
Fig1: Performance Analysis 1 

 
Fig1 shows the Performance Analysis1 as shown in 
the figure the proposed LUI Method, QR, MUSIC and 
MEM perform better as compared to MLM and 
Bartlett. 
 
 
Case2: Low RF Elements and Nearby Users 
 
Parameter Name Parameter 

Value 
Number of Antenna Elements  8 
Number of Users 3 
Amplitude of Sources  [1v,2v ,3v] 
Direction of Sources [30  34  38] 
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 Fig2: Performance Analysis 2 
 
Fig2 shows the Performance Analysis2 as shown in 
the figure LUI, QR, MUSIC performs the best as 
compared to MLM and Bartlett. 
 
 
 
 
Case3: Large RF Elements and Far Away Users 
 
Parameter Name Parameter 

Value 
Number of Antenna Elements  100 
Number of Users 3 
Amplitude of Sources  [1v   2v    3v] 
Direction of Sources [30  45  60] 

 
 

 
 
  Fig 3: Performance Analysis 3 
  
Fig3 shows the Performance Analysis3 as shown in 
the figure all algorithms perform better but the 
sharpness of LUI method is the best 

 
Case4: Large RF Elements and Nearby Users 
 
Parameter Name Parameter 

Value 
Number of Antenna Elements  100 
Number of Users 3 
Amplitude of Sources in volts [1v,2v, 3v] 
Direction of Sources [10  13  16] 
 
 

 
 Fig4: Performance Analysis 4 

  
Fig4 shows the Performance Analysis4 as shown in 
the fig all algorithms perform better. 
 
Bias Comparison : 
 
Parameter Name Parameter 

Value 
Number of Antenna Elements  8 
Number of Users 1 
Amplitude of Sources in volts 1v 
Direction of Sources 45 
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Fig5: Bias Computation  
  
 Fig5 shows the bias computation as shown in 
figure the proposed LUI method has lowest bias of 
0.005 as compared to remaining methods namely 
Bartlett, MLM, MEM, MUSIC and QR have bias 
closer to 0.2  
RMSE Comparison: 
 
Parameter Name Parameter 

Value 
Number of Antenna Elements  8 
Number of Users 31 
Amplitude of Sources in volts 1v 
Direction of Sources 10:2:70 
 
The direction for the mobiles have been taken in 
increments of 2 degree starting from 10 to 70. 
 

 
   

Fig6: RMSE Computation  
  
 Fig6 shows the RMSE computation as shown 
in fig the proposed LUI method has lowest RMSE of 
0.05 as compared to remaining methods namely 
Bartlett, MLM, MEM, MUSIC and QR have RMSE 
closer to 0.8.  
 
 V. CONCLUSION 
  
 The various algorithms namely Bartlett, 
MLM, MEM, MUSIC,QR and LUI algorithms are 
simulated on various mobile configurations. The 
following conclusions can be drawn from the results. 
  

1. For the case of Mobile Users which are Far 
Away and have less RF Sources then LUI,QR 
MUSIC and MEM performed better and are 
able to detect the users but Bartlett and MLM 
method failed to detect 

2. For the case of Mobile Users which are 
Nearby and have less RF Sources then 
LUI,QR, MUSIC performs better and are able 
to detect the users but Bartlett, MEM and 
MLM method failed to detect 

3. For the case of Mobile Users which are Far 
Away and have More RF Sources then all the 
algorithms perform better 

4. For the case of Mobile Users which are 
Nearby and have More RF Sources then all 
the algorithms behave well. 

5. The bias of the proposed method is lowest as 
compared to MEM, MLM, MUSIC, Bartlett, 
MUSIC and QR method.  

6. The RMSE of the proposed method is lowest 
as compared to MEM, MLM, MUSIC, 
Bartlett, MUSIC and QR method. 
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